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Question

Is a random forest machine learning model effective 
in predicting wildfires in Southern California?

Hypothesis
• Alternative hypothesis: A random forest machine learning model is

effective in predicting wildfires in Southern California over a time
period.

• Null hypothesis: A random forest machine learning model is not
effective in predicting wildfires in Southern California over a time
period.

Abstract
Wildfires can destroy homes and pollute the air in Southern California; 
wildfire risk assessment is necessary for the welfare of Californian 
communities.

A machine learning model allows a large amount of data to be considered 
to make a prediction and does not require assumptions over data 
distribution.

In this paper, we create a random forest model, which has been found to be 
accurate in similar predictions, to predict wildfires in Ventura County using 
data from 2015 to 2020.

This project was successful in producing a machine learning model that 
predicts the occurrence of a wildfire occurring. The normalized difference 
vegetation index, surface pressure, and volumetric soil water were the three 
most important predictor variables in the model’s prediction-making, but 
predictor variables may correlate to the season in addition to wildfires.
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Figure 1: Precision is the number of true positives over the number of true 
and false positives. Recall is the number of true positives over the number 
of true positives and false negatives. The F1 score is a harmonic mean of 
the precision and recall value.

Results cont.
Figure 4: 
Cross-correlation chart 
showing the relationships 
between predictor 
variables. Related factors 
are connected by lines.

Conclusion
This project was successful in producing a machine learning model that is able to 
predict the occurrence of a wildfire in Ventura County during a six-year period due 
to its accuracy of 97.0%.

Out of all predictor variables used, the normalized difference vegetation index, 
surface pressure, and volumetric soil water were the three most important 
predictor variables in the model’s prediction-making.

Due to the seasonality of wildfires in Ventura County, seasonal shifts in the values 
of predictor variables may be associated with wildfires.

Further work includes training a model that considers weather conditions before 
the fire when creating the combined dataset is resistant to seasonal changes in 
weather.
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Statistical methods are used primarily to determine relationships 
between two variables. Since a linear relationship between risk factors 
and wildfires cannot be assumed, machine learning, which can 
analyze nonlinear relationships, can improve the accuracy of wildfire 
prediction and reduce negative impacts on communities (Malik et al., 
2021).
In studies comparing the accuracy of multiple machine learning 
algorithms, the random forest algorithm was highly effective 
(Gholamnia et al., 2020; Rodrigues & de la Riva, 2014), thus, in this 
project, a random forest algorithm will be used. Overall, previous 
machine learning models have included data such as fire history, 
weather, topography, soil moisture, land use, vegetation levels, and 
power infrastructure (Malik et al., 2021).
A random forest model involves the training of a large number of 
decision trees trained using a random subset of the data available 
(Biau & Scornet, 2016).
XGBoost, also used in this project, is a gradient boosting algorithm, 
where trees are trained consecutively instead of concurrently, which 
has been successfully used in many large-scale machine learning 
applications (Chen & Guestrin, 2016).

1. Collect public datasets: fire history, weather, and vegetation
2. Python was used to read and process the data.
3. Random generation was used to make a testing and training

dataset for the machine learning model. A random position and
time was chosen and the relevant data points were retrieved from
the datasets.

4. Random forest was used for training and XGBoost and SHAP were
used for hyperparameter tuning.

Figure 2: Predictor 
variables, called 
features, are listed in 
order of most 
predictive at the top 
and least predictive at 
the bottom.

Figure 3: The SHAP value represents the impact of each value on 
the model’s prediction. If the feature value becomes less red and 
more blue moving from left to right, it is inversely related to wildfire 
occurrence, since as the value becomes lower (bluer) the wildfire 
occurrence value will become higher, and vice versa.


